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April 7, 2008

Henry Hultqui st
Vice President
Federal Regulatory

AT&T Services, Inc T: 202.457.3821
1120 20'h Street, NW F: 202.457.3072
SUite 1000
Washington, DC 20036

VIA ELECTRONIC SUBMISSION

Ms. Marlene H. Dortch
Secretary
Federal Communications Commission
445 12th Street, S.W.
Washington, D.C. 20554

Re: Ex Parte Statement -- Broadband Industry Practices (WC Docket No.
07-52); In the Matter of Petition for Declaratory Ruling re: Sprint­
Nextel Porting Requests Under the AT&T-BeIlSouth Merger
Commitments (WC Docket No. 08-23)

Dear Ms. Dortch:

On April 4, Bob Quinn, Joan Marsh, Jack Zinman and the undersigned, on behalf of
AT&T Services, Inc., met separately with Chris Moore, Legal Advisor to Commissioner
Tate, Scott Bergmann, Senior Legal Advisor to Commissioner Adelstein, and Scott
Deutchman, Legal Advisor to Commissioner Copps. In those meetings, AT&T discussed
the basic positions it has taken as set forth in its filings in WC Docket No. 07-52. The
attached materials were used during those discussions.

Also during those meetings, AT&T discussed the current status of its compliance with the
AT&T-BellSouth Merger Commitments. AT&T also discussed the disputes currently
pending between AT&T and Sprint-Nextel regarding Sprint-Nextel's attempt to port
certain state-specific pricing arrangements pursuant to the commitments. AT&T's
comments were consistent with its filed pleadings in WC Docket No. 08-23.

[n accordance with Section 1.1206 of the Commission's rules, this letter is being filed
electronically with you office for inclusion in the public record of this proceeding.

Sincerely,

lsI Henry G. Hultquist

Attachments

cc: Chris Moore
Scott Bergmann
Scott Deutchman
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Summary

• Broadband networks are inherently shared networks.

• P2P is not necessarily an efficient technology in its present form .

• High bandwidth applications are driving growth and usage.

• Strict nondiscrimination only serves the interests of elitist users.



Wireline Broadband Networks Are Inherently Shared
Networks That Must Be Managed
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Cable Broadband Networks Are Inherently Shared
Networks That Must Be Managed

Coaxial

I Fib€'r I IONU

Access Node

t t t t
Shared among all homes

served off the node.

Headend

I '8
t t

Shared transport facilities
designed based on

engineering assumptions



Wireless Broadband Networks Are Inherently Shared
Networks That Must Be Managed
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AT&T IP Backbone Projected Traffic Growth
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• Average AT&T End-user
Bandwidth has increased
approximately 35% per
year during the 2001-2007
timeframe.

• Heavy bandwidth
applications such as
streaming media (Web &
Multimedia) and Peer-to­
peer are driving
approximately 80% of
total bandwidth on AT&T's
Broadband Network.
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Conclusion

• Certain P2P technology has upset network architecture
assumptions - increasing the challenge and complexity of network
management.

• DCIA P4P industry forum is looking at ways to increase the
efficiency of P2P file sharing and lessen network impact.

• Increased bandwidth is not the solution because the need to
manage shared networks doesn't go away as bandwidth increases.

• Resolve disputes as to what constitutes a reasonable network
management practice on a case-by-case basis.



P4P: Explicit Communications for Cooperative Control Between
P2P and Network Providers
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Abstract
The emergence of peer-to-peer (P2P) is posing signifi­

cant I1l:W challenges to achieving efficient and fair utilization
of network resources_ In particular, without the ahility to
explicilly communicate with network providers, P2P appli­
l:ations depend mainly on ineffil:ient network infercnce and
network-ohlivious peering, leading to potential inefficiencies
f(}r hoth P2P applications and network providers. In this pa­
per, we propose a simple, light-weight arl:hitccture called
P4P to allow more effective l:ooperative trartic control he­
twecn applications and network providers. Our evaluations
show clear performance henefits of the framework.

I Introduction
A basic problem in a network an:hitedure is how network

applications (i. p_, network resourcc consumers) efticiently
utilize the network resources owned hy network providers.
We refer to this problem as the network eftlcient traffic con­
trol problem, or traffic control for short. This problem is par­
ticularly important as it can have significant impacts on ap­
plication performance, network provider effil:ieney and eco­
nomics, and overall system complexity.

In the current Intcrnct, for traditional point-to-point ap­
plications, efficient traffic wntrol is largely determined by
network providers alone: applications specify only the des­
tinations of traffic; it is up to the network to control both the
paths taken by the traffic and thc transmission rates (through
TCP fcedbal:k) on the chosen paths. Network providers can
therefore improve efficiency unilaterally according to their
ohjectives. Specifically, providers can use optimal traffic en­
gineering to determine efficient routing and satisfy econom­
ical ohjectives such as implementing valley-free routing.

However, the recent emergenl:e of P2P applications is
posing significant challenges to efficient trame control, with
neither the network nor the P2P system having complete
leverage over system efficiency.

First. for intradomain, the network-oblivious peering
strategy of many P2P applications Illay cause traffic to scaller
and unneccssarily traverse multiple links within a provider's
network, leading to much higher load on some backhol1l:
links. A rccent study [131 estimatcs that the aggregated traf­
fic of all P2P applications contrihutes to about 50-RO% of
the traffic in many networks. This incn:asing P2P trallic has
severe negative implications (sec, e.g" [11,21\)_

Second, for interdomain, nc!work-ohlivious peering

may causc a P2P application in a non-tier-l nctwork
provider to relay a suh_~tantial amount of traffic hetween its
providers [17]. This may lead to serious disruption of ISP
economil:s. For example, in rel:ent studics 15,201 on Skype,
the authors found that many universities (aka edge ISPs) arc
hosting a large numher of Skype super nodes. Thus, they
handle a large amount of transient traffic from and then to
their providers, violating valley-frce routing and leading to
substantially higher operational cost. Even for tier-lISPs
who do not make payments to network providers. P2P traf­
fic may cause traffic imhalance hetween its peers, leading to
potential violation of peering agreements.

Third, P2P's dynamic traffic distrihution patterns do not
necessarily enjoy a synergistic coexistence with network
traflic engincering 110, 161- network providers go to great
lengths to estimate traffic matrices and determine routing
hased on them, but all of this effort could he m:gated if
P2P applications modify their download hehavior to adapt
to changes in the network, therehy resulting in oscillations
in traffk matrices and suh-optimal routing dccisions.

In response to these kinds of issues, network providers
have considered multiple new traffic control techniques. Un­
fortunately, none of them appear to he fully satisfactory ­
without P2P cooperation, the ncw techniques arc either in­
effectiw or degrade P2P performance and often times an:
too complex. One approach, for example, is to install P2P
caching deviccs to cut down handwidth consumed hy P2P
application.~ (e.g., r6, 7, IX, 191). However, these caches
need to he designed for specific applications and speak thc
appropriate protocol, limiting their generality and appl icahil­
ity to closed protowls. Another technique is to deploy traffic
shaping devices to rate limit P2P (e.g., 12, 1 D- These devices
rely on deep packet inspection or other P2P traffic identilica­
tion schemes. However, different P2P protocols usc different
control messages, and many P2P protocols use encryption
and dynamic ports to avoid heing identified. It remains un­
elear whether in the long run traffic shaping can cffel:tivcly
control the bandwidth consumption of P2P applications and
reduce provider's operational costs. Furthermore, unilateral
rate limiting hy network providers may suhstantially dcgrade
P2P performance and he at odds with consumer's needs.

With nctwork provider solutions heing ineffective, a few
P2P systems havc hl.:gun to investigatl.: self-adaptation tech­
niques, such as considering locality in peering (p-g., (7, 121),
in order to achicve efficient traffic control. Although such



te;,;hniques have the potenlial to imrrove hoth n;,;lwork dti­
cien;,;y and application performan;,;e in ;,;ertain seltings, then;
arc fundamental limits Oil what P2P can achicvc alone. In
particular, since traditionally trank control is primarily pcr­
formed hy network providers, the current network ar;,;hite;,;­
tun: supports only implicit cOlnlnunicnfio!lS helween aprlica­
tions and networks. Thus, to improve efficiency, P2P appli­
;,;alions will have to depend on reverse engineering 10 deter­
mine network infonnation su;,;h as topology, status and roli­
cies. However, this is challenging if not impossihlc.

Overall, the P2P paradigm exposes a fundamental issue
in traditionaltraftic wntrol: emerging applications can have
tremendous flexibility in how lhe data is communicated, and
thus, they should he an integral rart of network efficient con­
trol. However, if end hosls arc to rarticirate in nclwork re­
source optimizations, then the networks cannot continue to
he opaque hUI need to export their status information.

We propose a flexihle framework named P4P to en­
able hetter cooperation hetween P2P and network providers
through explicit communications. Here P4P stands for proa;,;­
tive network provider participation for P2P, or provider por­
tal for P2P. The objectives of P4P arc to (I) facilitale network
aprlications, in particular P2P arplications, to achieve the
hest possihle application performance under efficient and fair
usage of network resources; and (2) allow network providers
to achieve efficient and fair usage of their resources to satisfy
application requirements, reduce cost. and increase revenue.
Note that although our presentation focuses on P2P, it can he
extended to other network application paradigms.

2 The P4P Framework
The P4P framework is a flexihlc and light-weighl frame­

work that allows network providers to explicitly provide
more information, guidelines and capahilities to emerging
applications, such as P2P content distrihution.

2.1 Motivation
We now motivate the need for a P4P portal to enahle ex­

plicit communications helween P2P and network providers.
First, P2P systems have tremendous tlexihil ity in shaping

their traffic now. Given that a client interested in a piece of
data can download it from anyone of the multiple sites stor­
ing the data, there are clear henefits to he had in intelligently
choosing a data source (or, alternately, choosing a peer in
a tit-f(lr-tat system). This flexihility fundamentally changes
the traditional network traffic control prohlem, which is typ­
ically solved in the context of a given traffic demand matrix.
In the updated setting, there arc multiple ways of satisfying
the data demands of an application, each resulting in a dif­
ferent tranic demand matrix, and an efficient solution would
require the explicit involvement of the P2P application.

Second, the current network architecture allows only
for limited, impl icit communications hetween network
providers and applications. In lhis setting, if a P2P appli­
cation seeks to exploit the tlcxihility in controlling its data
transfers to improve L:fficiency, it will have to prohe the net­
work to reverse engineer information such as topology, status
and policies. However, this is rather chalknging in spite of
significant progress in network measurement techniljues. ~or

one thing, it is dearly redundant and wasteful to have each

application perform prohing. Ev..:n iI' this issue is addresscJ
hy a coordinated service for topology inference (e.g., 1121) to
reduce the overhead, thL: fundam..:ntal hurdle is the ahility to
perform the inference in an accurate manner. N..:w t..:chnolo­
gies. such as MPLS, and routers that do not respond to mea­
suremcnt prohes make it di nicult to inrcr network character­
istics. More importantly, availahle handwidth and loss-ratc
estimation from end hosts ar..: diflkult hecaus..: their views
are ohscured hy last-mik hottkn..:cks: it is difficult for an
end host to identify which links arc under-utili/cd or over­
utilized. ~urthermore, cost and policy inl(lrmation arc di rrJ­
cult, if not impossihle. to reverse engineer. For example, it
is difficult l(lr P2P to dderminL: which peers arc accessihle
through lightly-loaded intradomain links and/or lowcr-;,;ost
interdomain links (where the cost takes into account factors
such as intcr-domain policics, traffic halancc ratio hetween
peering providers. and c)5'k percentile hased hilling).

In summary. for traditional applications, routing is madL:
by network providers using a prediuahk tranic d..:mand ma­
trix with full network knowledge. With high levels of P2P
traffk, the traffic control problem needs to be jointly solved
by network providcrs and P2P applications.

2.2 Design Rationale
We consider the I(lllowing design requirem..:nts.

• HeHer P2P performan;,;e. While some P2P sysl..:ms exploit
locality and network status to have its clients reline their
pcerings, the performance improvement is Ii mited due to
factors such as Iimited network information and slow con­
vergence that is further exacerhated hy churn [151. Using
more accurate network status information, P4P should he
able to identi Iy more efficient connections.

• More efficient ndwork resource usage. Hy enahling ex­
plicit communication hetween P2P and the network, P4P
can enahle applications to use network slatus information
to reduce backhone traffic and lower operation costs.

• Scalahility. P4P should support a large numher of users
and P2P networks in very dynamic settings: any proposed
information exchangL: and optimi/.ation t..:chniquL:s should
be computationally inexpensive.

• Privacy preservation. P4P should address a major incen­
tive concern of network providl:rs who may want to pre­
serve privacy when releasing their network information.

• Extensihility. There arc many tyres of P2P applications
with varying features. For instan;,;c, P2P systems for tile
sharing and streaming might have different needs, such as
P2P streaming having more stringent real-limc constraints
than tile sharing. Also. some applications usc lrackers (n:­
ferred to as appTracker hereafter) to hoots trap and guide
peer selection, while others do not: in addition, peers may
exchange information locally through gossip messages.
P4P should he lIexihle to handle a wide range of P2P ap­
plications with varying requirements and features.

• Incremental deploymentahility. We do not target a elean­
slate re-design. The P4P framework should he in<:remen­
Lally deployahle. one network provider at a time, om: P2P
application at a lime.

• Provider ;,;ontrihution for P2P acceleration. A network
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Examples
Now we give two examples to illustrate how the iTracker in­
terfaces are utilized. Figure 2 shows an example P2P ap­
plication with an appTracker using the info and pollcy
interfaces to request network topology/status and guide­
lines/policies inl"(mnation. In the example, a P2P sys­
tem spans two network providers A and B. Each network
provider runs an iTracker for its own network. Peers a and
b query thcir local iTrackers through the info and po11 cy
interfaces when hootstrapping; they then register with the
appTracker and forward it the information oblained from

iTracker interfaces and functions
The key component of the P4P rramework is iTrackers.
iTrackers provide three interfaces that others can lJuery.

The lnlo interface allows others, typically peers inside
the provider network. In ohtain network topology and stalUs.
Specifically, given a lJuery for an IP address inside the net­
work, the interrace maps the IP aLldress 10 a (P,STD, pm,
Lex:) tuple, whcre .1>SID is the II) of the network provider
(e.g., its AS numher), E'ID is an opaque If) assigned to a
group of network nodes. and lir is a virtual or geograph­
ical eoordinute or the node. Note lhal thc opaque pm is used
to preserve provider privacy at a coarse grain (i'.g., a network
provider ;;an assign two PID s to nodes at the same point of
presence or Pop). Note also Ihal Lex: can he used to compute
network proximity. which can he helpful in choosing peers.
When sending an 1nfo query. a peer may optionally include
its swarm IlJ (e.g.. info hash of a torrent). The iTracker may
keep track or peers participating in a swarm.

The pulicy interface allows othcrs, for example peers
or appTraekers. to ohtain policies and guidelines of the net­
work. Policies spei.:ify how a network provider would like its
nctworks to be uti lized al a high level. typically regardless or
P2P applications; while guidelincs ure specific suggestions
for P2P to usc the network resources. To name a few ex­
amples of network policies: (I) traffic ratio halancc policy.
defining the ratio hetween inhound and oUlbound trartic vol­
umes, for interdomain peering links; (2) coarse-grain time­
of-day link usage policy, defining the desired usage pallern
of specific links (e.g., avoid using links that arc congested
during peak times); and (3) fine-grain link usage policy. An
example or network guidelines is that a network provider
computes peering relationships for clusters of peers (e.g.,
clustered by P10 ). The policy interface can also return a set
of normali/.ed inter-P m costs. whkh indkate ;;osts incurred
to the provider when peers in two PIDs communicate.

The capability interface allows others. for exumple
peers or content providers (through appTrackers), to request
network providers' capahilities. For example, a network
provider may provide different classes of services or on­
demand servers in its network. Then an appTraeker may
ask iTrackers in popular domains to provide such servers and
then use them as peers to accelerate P2P wntent distribution.

A network provider may choose In implement a suhset
of the interfaces. The richness of information conveyed is
also determined by the network provider. Note that a net­
work provider may also enl"(Jrce some access ;;ontrol to the
interfaces to preserve security and privacy.

J;-D
1--------...., apPTr;.c~:IJ

Figure I. iTracker interfaces and information flow.

2.4 P4P Control Plane
In this paper, we focus on the wntrol plane of the P4P

framework. Figure I shows the potential entities in the
P4P framework: iTrackers owned hy individual network
providers, appTrackers in P2P systems. and P2P clients (or
peers for short). Not all entities might interact in a given
seUing. For example, trackerless systems do not have app­
Trackers. P4P does not dictate the exact information flow,
hut rather provides only a common messaging framework,
with control messages encoded in XML for extensihility.

provider may have many capahilities which it can provide
to accelerate content distrihution for P2P and at the same
time increase its revenue. Examples include class or ser­
vice. or quality or service that a P2P content provider can
request. Also, a provider may contrihute lixed servers as
high-capacity seeds or caches, and this inrormation should
percolate to the P2P application.

2.3 Design Overview
The P4P framework consists of a control-plane compo­

nent and a data-plane component.
In the control plane, P4P introduces iTrackers to provide

portals li)r P2P to communicate with nelwork providers. The
introduction or iTrackers allows P4P to divide tranic control
responsihilities between P2P and providers, und also makes
P4P inerementully deployahle and eXlensihlc.

Speci [ically, each network provider. he it a conventional
commercial network provider (e.g.. AT&T). a university
campus network, or a virtual service provider (e.g., Akamai).
maintains an iTracker for its network. A P2P client ohtains
Ihe IP address of the iTracker or its locul provider through
DNS query (with a new DNS record type £'4P). Stundard
techniques can be applied to allow fi)r multiple iTrackers in
a given domain. especially for fault tolerance and scalahility.
An iTracker provides a portal ror three kinds or information
regarding thc network provider: network status/topology;
provider guidelines/policics; and network capuhililies.

In the data plane, P4P allows routers on the data plane to
give fine-grained feedhack to P2P and enable more eflii.:ient
usage of network resources. Specifically, routers can mark
the ECN hits of TCP packets (or a lield in a P2P header),
or explicitly designate flow rates using XCP-like approaches
(e.g., 19]); end hosts then adjust their How rates accordingly.
For instani.:e, a multi homed network can optimize financial
i.:ost and improve performance through virtual capacity com­
puted hased on 95-percentiles 141. When the virtual capacity
is approached, routers mark TCP packets and end hosts re­
duce their flow rates accordingly; thus the netwnrk provider
can huth optimize its cost and performance and allocate more
handwidth to P2P tlows. We emphasize that the data plane
component is optional and can he incrementally deployed.



og:v/status and polieit's/guidelint's from portal iTrackcrs.
app-rr.ack~r

Networtl Provider A Nl!twot'k Provkter B

Figure 3. An example of P2P accessing network capabil­
ity tbrough iTrackers.

iTrackers, The appTracker makes peer sdeLlion consider­
ing hoth application requirements and iTracker infonnation.
Note that as a variant, it might he that instead of the peers
query the iTrackers, the appTr<H:ker, trusted hy a network
provider (e,g" a major P2P developl.:r), queries the iTrackers
to reduce inf~Jfmationexposun: to gl.:neral peers,

Figure 1 shows another exampk of using P4P. It shows
how to request network capahil itil.:s through the capabi 1ity
interface. Specifically, the appTracker scnds a request to
iTracker B asking the network provider to allocate fixed,
high-capacity servers to aid in distrihuting content. The
iTracker allocates a server in its nctwork and rcturns its ad­
dress to the appTracker. The appTracker will then include
the scrwr in returned pel.:r sets for those peers in B.
3 Evaluations

P4P's effectiveness depends on what information is com­
municated through the pllrtal and what algorithms arc used
for controlling traffic. We have evaluated the effectiveness of
P4P using hoth simulations and rcal Internd experiIllents on
PlanetLah. Our results show that P4P can improve not only
P2P application performance hut also network provider effi­
ciency. Due to space limitations, we report on only a small
fraLlion of our evaluations.

3.1 Optimization Methodology
We. re.port our evaluations on how a network provider and

peers can effectively utili/.e lhe policy interface. Specifi­
cally, we consider an optimi/ation that minimizl.:s intrado­
main traffic hy taking into an.:ount swarm characteristics and
current levels of hackground traffic. WI.: consider the follow­
ing setup. There arc K swarms in a provider's network. Each
peer of a swarm ohtains a unique swarm [I) from the cor­
responding appTrae.ker of the swarm, and reports it to the
iTrackl.:r, Thl.: iTracker keeps track of the pel.:rs in a given
swarm, including the numhn of pl.:ns at thl.: same PoP, and
thl.: upstream and downstream link capacity of each peer. We
refl.:r to peers at PoP i as PoP-i peers. The iTracke.r thl.:n

_ - .. ~ •.. "',:" ·~·'f'--···~·..!· .. '.- .....

iTrackl.:r can COll1pul1.' I;~ anJ d~ using thl.' inforillatilln that
it ohtains from thl.: P2P clients and from its knowledge. or
the access link capacitics (holh Jowllstrl.'am and upstrcam)
f()r I.:ach pe.n. Thl.' iTrackl.:r takes into account any llSl'f­

imposl.:d hanJwiJth limitatiolls and aggregates thcmlogetlll.'r
to ohtain II; and d~ for eat:h PoP i, Thl.: iTrackl.:r then com­

putes [f~ = max (t'i; J,k.Ol, and d~ = mux{d"} - !/;.O}. Thus

u; and d~ arc lhe remaining uploading (supply) and down­
loading (dl.:mand) cupacity that can hI.: uSl.:d «1 inte.rfacl.: with
peers in othl.:r Pol's.

Thl.: iTrackl.:r (pl.:riodically) solvl.:s a hi-kvd optimization
prohlem to compute thl.: pl.:ering guiJdines: halancing the
traffic (i.e., minimizing thl.: maximum link utilization) while.
maximizing thl.: oVl.:ral1 throughput f(Jr I.:ach swarm:

minmax hI' fL. LL/f,rf/,,(i,jJ!c,
~ ~ . .

s.l. vk,maxLLif,/fj <

S.f.V PoP i, LI II ,fi S IIJ,

V PoP i, Lif i t~i <; d7,

vi i- j"7, :;.> 0,
where t,'i is the amount of traffic PoP-i peers upload to PoP- j
pel.:rs in the k-th swann. We solw this optimization proh­
km as follows. We first solve the second-level problem to
ohtain the optimal throughput T/f'( for each swarm k. This
enahles us to transform the k-th second-levd prohll.:Ill into a
constraint: L L.j f ,.tfj = T},,,. Thus, we can solve the orig­
inal prohlem. Thl.: iTrackl.:r derives thl.: peering guidel ines,
which is a sl.:l of normal iZl.:d weights H1, = t,k,! [, tf, for Pol'
i and j. A PoP-i peer would pick a PoP-j peer with proha­
bility wt. Next, thl.: iTrackl.:r maps PoPs to anonymous PIDs
and thl.: computed wl.:ights to COITl.:sponding inter-PI]) pee.r­
ing prohahility valul.:s. Thl.: appTrackn can ohtain thl.: intl.:r­
PID prohahility values and USI.: it for peer sl.:kction.

3.2 Results
WI.: have evaluated thl.: effectiveness of P4P using hoth

simulations and real Internet eXpl.:rime.nts on PlanetLah. For
the simulation, we huilt a realistic BitTorrent simulator. Fnr
PlanetLah experiments, we use Liveswarms [141. We chose
thesl.: two P2P systl.:ms as onl.: is tIle sharing while thl.: othl.:r is
streaming. Below, we report some of our evaluation results.

We first show the results on P4P-enahled BitToITent,
where the appTracker adopts iTracker suggested guidclinl.:s
along with a smalt fraction of random inter-PoP pl.:ers for
rohustness. We usc Ahi lene and the PoP-level topology of
AT&T with all link capacities at lOGhps. In the evaluations,

I'~. ffrack.S
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Fi~ure 4. Results on integrating P4P with BitTorrent on Abilene.
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Q: [P2P Self Adaptation] Why cannot a P2P system
achieve the henefits of P4P hy itself'} Or why do we need
explicit communications hetween P2P and providers' l

A: As we descrihed in Section I, it is difficult ror applica­
tions to reverse engineer network status_ It is even more
difficult to infer provider routing policies. Although some
P2P applications can usc locality-hased heuristics. there can
he prohlems with this approach, For example. in a wireless
m:twork where P2P nodes communicate through a hase sta­
tion, peering using local peers sharing the same hase station

r\ hi l~nc Iinb

Figure 6. Traffic volumes when integrating P4P with a
video streaming application.

Summary: P4P can improve hoth completion time and link
utilization hy approximately 50-70% for HitTorrent to share
files, Ulmpared with the native P2P adaptation. on Ahilene
and AT&T networks. P4P achieve similar henefits in real
experiments using liveswarms to stream video on real Ahi­
lenc network. Further. P4P is rohust to heterogeneity in the
networks where links have di fferent capacities,

4 Discussions

total # or peers Completion time (second) simulation lime (second)
(a) Completion time. (h) CDF mmpletion time 000 peers). (c) Utili/ation of link ATLA-IPLS 000 peers).

Figure 5. Result.. on integrating P4P with BitTorrent on AT&T PDP topology.
11.14 I'

we connect each peer to a random PoP through an access
link. The capacities of access links rollow the distrihution
used in [1). We evaluate two equal-sized swarms each shar­
ing a 256MB file. with hloek size heing 256KH. Initially
each swarm has only one seed with IGhps upload capacity.

Figures 4 and 5 plot the completion time. cumulative
completion time and link utilization for Ahilene and AT&T,
respectively. with a varying numher of peers. We make the
following ohservations. First. P4P improves P2P comple­
tion time hy approximatdy 45'Yr. Semnd. P4P improves
the link utilization hy approximately 50'!c and 70% in Ahi­
!ene and AT&T. respectively, when compared with the native
P2P adaptation. Further. P4P also reduces the duration of
high traffic load by approximately a half. as peers finish their
downloads faster. Thus P4P can reduce the intensity or P2P
trartie load on the underlying network dramatically.

Next we report the evaluation results on integrating P4P
with liveswarms. Liveswarms is a P2P-hased application that
adapts HitTorrent to video streaming. We conduct experi­
ments on real Ahilene network, using 51 PlanctLah nodes.
to stream a large video file. Each experiment lasts 900 sec­
onds. We log the amount or data exchanged hetween nodes,
and compulc the load on each Ahilene hackhone link using
OSPF routing with Ahilene's IGP link weights. The total
amount of trartic on each Ahi1ene hackhone link is plot in
Figure 6_ We tind that liveswarms achieves approximately
the same throughput when integrated with P4P However, the
average link load is 1.1 Ghps when native P2P adaptation is
used. while the load reduces to O.17Ghps when liveswarms is
integrated with P4P. Thus P4P results in approximately 66%
rcdudion on average link utilization.



may require more wireless handwidth than through the hase
station to other non-local peers. As another cxample, a com­
mon issue exists in UK is that network providers huy their
nSL "Iast milc" connectivity via a HT central pipc. More
specifically, HT owns all of the exchange equipment and
connectivity hetween a DSL customer and a central hand-off
lo~'ation. The connectivity frolll a DSL custolller to its net­
work provider is tirst routed through HT to a physical hand­
off point. The hand-off point hetween HT and the network
provider is what HT terms a HT central pipe. This conne(,:­
tion can he many orders of magnitude more expensive than
IP transit. Thus. it can he much more expensive for a net­
work provider to have a customer retrieve a file from another
customcr on its network, than it is to go ofl the network for
the tile. Also, iTrackers provide a natural interface to a(,:(,:ess
providcr capahilities.

Q: [P2P incentives] It is clear that nctwork providers can
hcnetit from P4P. What arc the incentives for P2P to partici­
pate in the P4P framework?
A: There are potentials for hoth network providers and P2P
to henefit from adopting P4P. as we clearly demonstrated in
our evaluations. In another set of experiments not shown
here, we have shown that through P4P. a muitihollled sys­
tem (e.g., a university campus network) may allocate much
more handwidth to P2P without increasing its financial cost
under a typical charging model. Furthermore. the P4P frame­
work leaves much flexihility for P2P (e.g.. P2P can integrate
provider suggestions with its lo(;al application-spe(;ific re­
quirements). On the other hand. without P4P, the providers
may impose rate limiting to (;ontrol their finan(;ial (;osl.
Overall. many P2P developers arc recognizing that as P2P
(;onsumes a significant portion of network resources without
generating mu(;h revenue for providers, there is a real possi­
bility that network providers may limit P2P usage to reduce
cost. Thus, effective cooperation through the P4P framework
can he attractive.

Q: [Scalable Implementation] Thcre can he a large num­
ber of P2P networks in a provider's network. How (;an it be
feasihle for the iTracker to handle the load associated with
orchestrating all these networks'!
A: Scalahility could he addressed using several techniques.

First, we need to consider optimi/.ing only the heavy­
hitters, namely those P2P networks that comprise of a large
numher of peers and generate a suhstantial amount of traf­
fic. If a small numher of P2P networks account filr a large
fraction of traftic. then the provider can focus its attention on
those P2P networks. In order tll quantify to what extent this
phenomenon appears in practice, we analyzed the instanta­
neous swarm behavior of every movie torrenl puhlished hy
t.hepi rat.ebay. org , a popular portal for HitTorrent content
In total. we analyzed 14.721 swarms to determine the num­
her of leechers and the size of data heing requested hy the
leechers. We find thai only O.72",{, of swarms had an ex­
cess of hundred lcechers, and that the bulk of the instanta­
neous demand for contcnt i.~ from a small numher of swarms,
specifically, 1.22'Yr of the swamls arc rcsponsihle for ahout
50'* of tht: demand. Analyzing and opti mizing a small frac­
tion of swarms should mostly suffice.

Second. we could n:plicate the iTracker fUIKtionality and
further organizt: the iTrackers into a two-level hierarchy. The
top-level server aggregates information from multiple P2P
systems. solves the optimization prohlem, and distrihutes al­
location decisions. The hottom-level servers arc thc oncs
contactt:d by the clients and arc tasked with performing othcr
operations, such as finding local connections. We just need
to ensure that all pcers within the same P2P network arc di­
rected to the same second-level server. and this could he donc
using a consistent hashing schemc IXI.
Q: [Robustness] A major issuc in P2P is to provide rohust­
ness. For instance, a HitTorrent clit:nl maintains a pool of
randomly selected neighhors with which it is just ex(;hang­
ing meta-data information. Do the locality-awarc P4P tech­
niques reduce rohustness')

A: P4P docs not limit the mechanisms for improving rohusl­
ness. In the hasic operation mode. the iTrackers provide
only hints, and an appTracker can always select a certain
numher of random connections to ensure diversity for ro­
hustness. This typically will not suhstantially increasc the
provider (;ost. A related rohustness feature is that iTraekers
arc not on the critical path. Thus. if iTrackers are down. P2P
applications can still make default application decisions.

5 Conclusion and Future Work
We presented P4P. a simple and tlexihle framework

to enahk explicit cooperation hetween P2P and netwllrk
providers. Our evaluatillns demonstrate that it can be a
promising approach to improve both applicatitll1 perfor­
mance and provider efficiency. There arc many avenues for
further study. In particular. it is important to evaluate the
framework, study what information should be communicated
through the portal, identify what algorithms and techniques
could he jointly employed hy providers and P2P to improve
efficient network trarric control. and quantify its henc!its in
large-scale. realistic networks.
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Basic Framework for Network Neutrality
Sri;;

(1) IP-based networks should be accessibteto users and easy to use, allowing ready access
to content and application layers.

(2) IP-based networks should be accessible and available to any lawful terminal that meets
the relevant technical standards, and should support terminal-to-terminal (or "end-to­
end") communication.

(3) Users should be provided with equal access to telecommunications and platform layers
at a reasonable price.

~

Note: In this case, "the user" refers not just to end users but also
includes content providers and other related companies that conduct

! business using IP networks.

Policy evaluation parameters for ensuring network neutrality

Equitable cost distribution of networks

Neutrality of cost sharing models for
upgrading communications networks

Equal access to networks

Neutrality of telecommunications layer
with respect to other layers

Specific policies deployed in integrated manner for parameters



Actions to Be Taken for Ensuring Network Neutrality w



IP Traffic on Networks (Total Volume) [i]

• The total amount of IP traffic in Japan was estimated at 812.9 Gbps (Nov 2007),
which accounts for about 2.5 times more than that of 3 years ago(323.6Gbps).

• To address the traffic increase, it is necessary for the ISPs to increase their network
capacity.
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IP Traffic of a Major ISP [[]
P1HW'"

• Others( web or mail etc)

• Streaming
.P2P Other
DP2P Skypc
.P2P WinMX+sharc

.P2P WlrvlY

O'lb
on ~ on

~
on ~ ....

~
on ~ on

~
on ~ on

~
on ~ on

~
.... ~

..,
~

.... <;:> on
~

on ~ on
~ :tJ"" ;g on .... .., ....

~
.... "" ~ ~ d;S on .... ..,

~ ;: .., ....
~

..,... c; N N <-> <-> N <-> "'" .0 = ... c; "" "'" <D """' = a;... ..... "" ON ... - - -

200b

400b

500b

700b

100b

300b

800b

600b

I Occupation rate of bandwidth I
900b rr·~~..T...~~~~~~G·,2::7""::;;';'~i.,!T;.--'.~..7.,T~""'-;·--':~"':,~~.:I;::R=a=n=d::o=m='ly=s::e=le:::' ct==ed==d=aY==in=A==p=ri=12=0=0=6=11

I Download I

I Occupation rate of bandwidth I

• Others( web or mail etc)

• Streaming
.P2P Other
DP2P Skypc
.P2P WinMX+share

.P2P WlrvlY

IRandomly selected day in April 2006

0'1>
on .... on on .... on on g on on on .... on on on on :il on on on on on .., on ..., ..., .., on on on .., ..., .., ..., .., .., ..,
"" 9- .. <:'l 9- .. ...

d~ ~ "JI: ~ ~ "JI: ~ "JI: <:'l 9- .. "" g~ <:'l
~ ~

<:'l
~ ! .... 9- ;2 9- "!I': Na; :?::: ~ N ~ ~ ~ "" .. .., ...... "" dj a; :: !2 ~ ~ ~ ~ ~

60'1b

50'1b

70'1b

20'1>

40'0

10'1>

30'0

90'

80'

I Upload I

©2007 Ministry of Internal Affairs and Communications. All Rights Reserved.



Bandwidth Usage and P2P Users
•••••••••••••••••••••••••••••••••••••••••I:!tifMiI",>~

[I]

10% of all users occupy 60 to 90% of traffic
Traffic
volu

P2P users (10%) controls 60 to 90% of traffic.

User (ascending sort )

•

Distribution of uses in all traffic

•

II users)

Top 10% of P2P users(*) occupy more than 60% of the
traffic
Traffic
volum

Top 10% among P2P users occupy over 60% of
traffic

P2P User (ascending sort )

(*) "the P2P users" arc considered as users whose P2P traffic exceeds
over 1 ~byte within 24 hrs.
(Note) The data was provided by Plaia Networks) (partly extracted)

Bandwidth used by heavy users completely
differs from that used by average users.

Iaverage user: 550Mbyle )

, x 30 \ x 190

P2P user: 17Gbyt

Measured: 2003/6/30 - 2003/7/1 11:59

(*) the Plaia ~etworks has controlled its P2P
bandwitdth since Kovember 2003, therefore the latest
published data in uncontrolled situation is for 2003.



Action to Address Network Congestion Using P2P
saw,

.Currently unclear if technological innovation can absorb incremental
costs due to increasing traffic.

• To address network congestion, flexibility of network to absorb traffic
fluctuation is necessary. (Grnetwork scalability)

.The advantage of P2P in allowing for improving efficient content delivery
should be utilized. Flexible choice of content delivery technologies such
as CIS model and CON as well as P2P should be ensured.

• As a first step, an experiment in traffic dispersal methodology using P2P
should be considered.

IT]



P2P Network Experiment Council lli
.-------_._----------------~:;<§:~:>

• "P2P Network Experiment Council" was established in August 2007.
• Result of experiments will be summarized by end-March 2009 .

• Purposes
. "P2P Network Experiment Council" was established with the aim of promoting new content delivery businesses using

broadband network, and diffusing the use of broadband services to regional areas.
• To achieve the above goals, the council participants exchange information and views on new network services applying

P2P application technologies, support P2P-experiments and P2P-services, and examine the results of experiments.

• Pa rticipantS{in alphabetical order)
- Bitmedia Inc., BitTorrent K.K., BROTHER INDUSTRIES LTD., DREAMBOAT Co. Ltd., INFOCITY Inc., Internet Initiative

Japan Inc., Grid Solutions inc., Japan Broadcasting Corporation, J-Stream Inc., Kadokawa Digix INC., Mandala, NEC
Corporation, NHK ENTERPRISES Inc., NIT Communications Corporation, SOFTBANK BB Corp., TOKYO SHOSEKI
CO.LTD., TOYAMA INTERNET SHIMINJUKU, TV Bank Corp., VeriSign Japan K.K.

-MIC (observer)

P2P Network
Experiment Council

P2P Security Guideline Drafting GrouF
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Addressing the Traffic Increase: Who should pay?
_________________________________IIl~,,'

.Additional charge on heavy users?

t/ln general, it is acceptable to collect an additional charge from heavy users.

t/However, issues to be considered:

• User charges are a fixed rate on a best-effort basis.

• Acceptable to develop multi-tiered Internet structures (fast lane and slow lane)?

• Possible to find rational price differentiation between heavy users and light
users?

~In the meantime, a case-by-case approach should be taken .
• Additional charge for CPs?

t/As long as both the CP and ISP markets are competitive,

~Market principle may work.

• Equality on cost allocation among ISPs?

t/Market mechanism may not work due to several factors such as asymmetry
of information (eg. upper-tier ISP vs. lower-tier ISP.

t/ It may be appropriate to allow for traffic shaping without any bit discrimination.
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